
Research Article

Ionic strength effects on electrophoretic
focusing and separations

We present a numerical and experimental study of the effects of ionic strength on

electrophoretic focusing and separations. We review the development of ionic strength

models for electrophoretic mobility and chemical activity and highlight their differences

in the context of electrophoretic separation and focusing simulations. We couple a fast

numerical solver for electrophoretic transport with the Onsager–Fuoss model for actual

ionic mobility and the extended Debye–Huckle theory for correction of ionic activity.

Model predictions for fluorescein mobility as a function of ionic strength and pH

compare well with data from CZE experiments. Simulation predictions of preconcen-

tration factors in peak mode ITP also compare well with the published experimental data.

We performed ITP experiments to study the effect of ionic strength on the simultaneous

focusing and separation. Our comparisons of the latter data with simulation results at 10

and 250 mM ionic strength show the model is able to capture the observed qualitative

differences in ITP analyte zone shape and order. Finally, we present simulations of CZE

experiments where changes in the ionic strength result in significant change in selec-

tivity and order of analyte peaks. Our simulations of ionic strength effects in capillary

electrophoresis compare well with the published experimental data.
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1 Introduction

1.1 General aspects

Electrophoretic separation and preconcentration techniques

such as CZE and ITP are widely used as analytical tools in a

variety of fields, including drug discovery, toxin detection,

genetics and food analysis [1, 2]. These techniques rely on

differences in electrophoretic mobilities of analytes to

separate them in the presence of an electric field. The

analytes can be weak or strong acids and bases, or can be

amphoteric and posses both anionic and cationic groups.

The degree of dissociation of such analytes is typically a

function of their dissociation constants (pKa), local pH and

local ionic strength. The degree of dissociation determines

the degree of ionization (or effective charge) of the species

and can be linked directly to its effective mobility. The

dependence of effective ionic mobility on pH and pKa is

described in detail in [3–8]. There are several models with

varying complexity [9–13] for predicting the fully ionized

mobility (actual ionic mobility) of ions (e.g. a singly ionized

weak acid at a pH, a few units above the pKa) at finite ionic

strengths, given their limiting mobility at zero ionic

strength (i.e. the infinite dilution limit). In addition, activity

coefficients vary with ionic strength, leading to a change in

ionization and effective mobility [8]. In general, effective,

observable ion mobility at finite ionic strength depends on

the limiting fully ionized mobility of the ion, the mobility of

its counter- and co-ions, ionic charge (valence values), buffer

composition and ion dissociation constants (e.g. pKa values).

Several experimental studies have underlined the

importance of ionic strength in separations and have lever-

aged its understanding for improving the design of assays.

For example, electrophoretic separations at high ionic

strengths have been suggested to minimize peak distortion

due to electromigration dispersion [14], and high ionic

strength separations have also been used to reduce wall

adsorption of cationic proteins [15] and increased analyte

selectivity [16]. Other studies have reported on the adverse

effects of high ionic strength, which may lead to zone

reversal in CZE and ITP [17, 18], and decreased focusing

rate in ITP [19].
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These practical consequences underline the importance

of the influence of ionic strength on ionic mobility in

modeling electrophoretic focusing and separation. Numer-

ical simulations can minimize the number of required

experimental runs for choosing optimal conditions; can be

used to design and perform at least preliminary optimiza-

tions of assays; and are a useful tool in evaluating experi-

ments and elucidating underlying physicochemistry

processes. Ionic strength models and calculations have been

offered by and incorporated in the capillary electrophoresis

solver Peakmaster [20], which solves for the chemical

properties of a uniform buffer, as well as in the full elec-

trophoresis simulation code Simul [21]. In [20], the authors

have provided a validation of Peakmaster by comparing

computed results for several equilibrium buffer composi-

tions with experimental measurements. However, signifi-

cant (and sometimes prohibitive) computational costs

associated with ionic strength-dependent calculations in

numerical simulations have to date often limited their

usefulness in electrophoretic separation research and prac-

tice. In [21], for example, the authors have noted that the

simulations were conducted with the ionic strength model

disabled in order to reduce the computational time. Thus,

stimulation of the effect of ionic strength on separations and

focusing was not reported in that study.

In this study, we present the implementation and

experimental validation of an ionic strength model in a fast

numerical solver for electrophoretic transport. We correct

for ionic strength effects using the Onsager–Fuoss model [9]

and extended Debye–Huckle theory [22] for correction of

ionic activity. We validate the ionic strength corrections with

ionic mobility measurements of fluorescein in CZE. We also

use simulations and experiments to demonstrate and

analyze the influence of ionic strength on focusing and zone

order in ITP. We also use our model to demonstrate a case

of changes in selectivity and peak reversal in CZE (i.e. a

change of the order of peaks in an electropherogram), by

varying ionic strength.

1.2 Mathematical model for fully ionized mobility

We can define the ‘‘fully ionized’’ mobilities (actual ionic

mobility) of an ion in solution as the mobilities the ion would

take on with integer values of its valence. For example, the ion

A– takes on its fully ionized mobility for aqueous solutions of

the singly ionized (single pKa) acid HA at sufficiently high

pH. A weak acid with two nearby pKa values at charge –1 and

–2 may never realize its fully ionized mobility associated with

the –1 charge state, but we can still define such fully ionized

mobility mathematically [8]. The presence of an ionic

atmosphere around the ion in solution at finite ionic strength

results in reduced actual mobility compared with mobility of

an isolated ion (at zero ionic strength).

We here summarize the following models describing

the effect of ionic strength on the fully ionized mobility of

ions: Kohlraush [13], Onsager [23, 24], Onsager and Fuoss

[9] and Pitts [10]. We discuss the differences between these

models and present their associated mathematical relation-

ships, with the exception of Pitts’ model [10],] whose

formulation is fairly complex and does not provide addi-

tional insight in this discussion. We summarize the source,

assumptions, equations and descriptions of these models in

Supporting Information Table S1.

Onsager derived a theory for the dependence of

conductivity of a strong electrolyte on concentration, based

on the ionic atmosphere model of Debye and Huckle [22,

25]. Onsager’s theoretical model [23, 24] is functionally

equivalent to Kohlrausch’s empirical model [13] for

conductivity of an electrolyte at finite ionic strength. The

latter is given by L ¼ L0 � k
ffiffi
c
p

, where L is the molar

conductivity, L0 its value at infinite dilution, c the ion

concentration and k an empirical constant. Onsager’s model

treats ions as point charges and is restricted to dilute elec-

trolytes containing two fully ionized species of opposite

charges. This original theory for conductivity at finite ionic

strength can be expressed in terms of electrophoretic

mobility m as,

mi ¼ m0
i � ðAm0

i 1BÞ
ffiffi
c
p

ð1Þ

where m0
i denotes the limiting ionic mobility of the species i

at zero ionic strength (for a given integer value of valence)

and c the concentration of the solute. The reduction in

mobility can be attributed primarily to two factors. First, an

ion in solution attracts a cloud of counter-ions (ionic

atmosphere) around itself, balancing local charge. Under an

applied electric field, the ion and its counter-ionic cloud

move in opposite direction and this causes a polarization

(new counter-ions are recruited and old ions are rejected,

but overall the ion and its ionic atmosphere polarize). This

polarization has a finite relaxation time scale – equivalent to

the time scale required for the ion cloud to again reach

spherical symmetry for a rapidly deactivated electric field.

This so-called relaxation effect is captured by the factor A in

Eq. (1). The second effect is associated with the drag force

exerted by the moving counter-ion cloud ionic atmosphere

on the central ion. This second effect is reflected by term B
in Eq. (1) and is termed as the electrophoretic effect.

Detailed discussion on these effects can be found in [9, 11,

12]. Onsager’s model is valid only for dilute, binary elec-

trolytes, and a more general theory is required for ITP and

CZE, where multiple species co-exist in solution. In such a

system, the mobility of any ion is dependent on the presence

of all other ions in solution.

Onsager and Fuoss extended the model given by Eq. (1) to

account for an arbitrary mixture of ionic species as follows [9]:

mi ¼ m0
i � ðAm0

i 1BÞ
ffiffiffiffi
G
p

A ¼ zi
e3

12p

ffiffiffiffiffiffiffiffiffiffiffiffiffi
NAV

ðekTÞ3

s X1
n¼0

CnRn
i

B ¼ jzij
e2

6pZ

ffiffiffiffiffiffiffiffiffi
NAV

ekT

r
; G ¼

Xs

i¼1

Gi; Gi ¼ ciz
2
i

ð2Þ
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Here s is the number of species, zi the charge number of the

i-th ionic species, e the permittivity of solution, k the Boltz-

mann constant, e the elementary charge, NAV the Avogadro

constant, T the temperature of the solution and G the twice

ionic strength, I (I ¼ 0:5
P

i ciz2
i ). The coefficients Cn and the

vectors Rn ¼ ½Rn
1 ;R

n
2 ; . . .R

n
s �

T are given in [9]. However, like

the Onsager model of Eq. (1), the model described by Eq. (2)

again treats ions as point charges. The assumption of point

charges is valid only for thick electrical double layers, where

the size of the ion can be considered negligible compared with

its counter-ion atmosphere. This limits the validity of Eqs. (1)

and (2) to ionic strengths below order 1 mM.

At ionic strength higher than order 1 mM, finite ion size

cannot be neglected. Pitts [10] provided a correction to the

models of Eqs. (1) and (2) which accounts for finite ion size.

The Pitts model (the relationship for which is not given

here) is strictly applicable only for symmetric binary elec-

trolytes. However, Li et al. [26] showed that the Pitts model is

approximately equivalent to Eq. (2), with an additional term

in the denominator. This forms the basis of an extended

Onsager–Fuoss model given by Eq. (3), which we use in this

study. We here adopt this simpler formulation, which is an

extended Onsager–Fuoss model given by [20]. This extended

model takes into account the finite ionic radius and arbitrary

mixtures of ions:

mi ¼ m0
i � ðAm0

i 1BÞ
ffiffiffiffi
G
p

11 aDffiffi
2
p

ffiffiffiffi
G
p ; D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e2NAV

ekT

r
ð3Þ

where a represents the mean distance of closest approach

for the ions. In other words, a is the distance from center of

the central ion to the start of the ionic atmosphere [11]. The

value of aD=
ffiffiffi
2
p

lies between 1 and 2 mol�1/2 mol�3/2 [26].

Here (and for a wide variety of buffers), we choose a fixed

value of 1.5 mol�1/2 mol�3/2 as an approximation. Terms A
and B in Eq. (3) are the same as those in Eq. (2). Appro-

priately, Eq. (3) reduces to the Robinson Stokes equation for

the case of binary electrolytes [12]. Equation (3) is applicable

for ionic strengths up to 100 mM [13]. We use the Onsa-

ger–Fuoss extended model, as it takes into account

the relevant physics of a mixture of ions and captures,

approximately, the effects of finite ion size. As examples,

Fig. 1 shows variations of the fully ionized mobility of a

cation for four electrolytes composed of different anion:ca-

tion pairs. We see that the reduction of mobility of divalent

ions is stronger than that of univalent ions at a finite ionic

strength. In addition, for the same ion, mobility reduction is

higher if its counter ion bears higher charge (and thus more

effectively shields the ion). The inset shows specifically the

effect of finite ionic radii for a simple –1:1 electrolyte.

1.3 Mathematical model for activity coefficient and

degree of ionization

The observable ionic mobility of weak electrolytes (which we

will call here the ‘‘effective mobility’’) depends on the degree

of ionization, which can be obtained by solving for

equilibrium composition of ionic species. While finite

kinetic rates of reaction are sometimes important [27, 28],

kinetic rates in most electrophoresis applications are

faster than the characteristic times of advection and

diffusion [29], and hence each species can be assumed to

be in chemical equilibrium at all times. Using the notation

by Stĕdrý et al. [30], the total concentration of a general

ampholyte i can be expressed as the sum of its constituent

ionization states:

ci ¼
Xpi

z¼ni

ci;z ð4Þ

where ci;z is the concentration of an ionic state with valence

z belonging to the species i, and ni and pi are the minimum

and maximum valences of the species. The activities of two

consecutive ionic states of species i are related by the

equilibrium constant Ki,z:

Ki;z ¼
ai;zaH

ai;z11
¼

gi;zgH

gi;z11

ci;zcH

ci;z11
ð5Þ

where cH is the concentration of H1 and gi;z is the activity

coefficients of z-th ionic state of species i. For dilute

solutions, concentrations can be used in place of chemical
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Figure 1. Mobility dependence of several binary electrolytes on
ionic strength. Plot shows ionic mobility of a cation for binary
electrolytes with various anion:cation valence values. (a) Varia-
tion of electrophoretic mobility of cations with ionic strength
using Onsager–Fuoss model with finite ionic radius, Eq. (3).
Univalent cations have lesser reduction in mobility than divalent
ions for increasing ionic strength. Thus, cations in �1:1 and �2:1
electrolytes have lesser mobility, respectively, than cations in
�1:2 and �2:2 electrolytes. In addition, greater charge on
counter-ions (anions) causes greater reduction in mobility. Thus,
cations in �2:1 and �1:2 electrolytes have lesser mobility,
respectively, than cations in �1:1 and –2:2 electrolytes. (b) The
effect of finite radius correction to Onsager–Fuoss model. Dotted
line corresponds to Onsager–Fuoss model assuming ions as
point charges, Eq. (2), and solid line corresponds to Onsager–-
Fuoss model using finite ionic radius, Eq. (3). Neglecting ionic
radius overpredicts the reduction in mobility at finite ionic
strengths. For these sample calculations, the mobilities of all
ions is taken as m0 ¼ 50� 10�9 m2/V/s.
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activities. However, at significant ionic strengths, activity

coefficients are smaller than unity. Activity coefficients can

be modeled by Debye–Huckle theory [22] with an additional

term depending on ionic strength as follows:

loggi;z ¼ �z2 ADH

ffiffi
I
p

11aD
ffiffi
I
p 10:1z2I; I ¼ 1

2

Xs

i¼1

Xpi

z¼ni

z2ci;z ð6Þ

The first term is the Debye–Huckle term which accounts for

long range, non-specific, electrostatic interactions. The

second term represents specific interaction occurring at

high ionic strength, approximated by a linear correction

term. Here, ADH is a temperature-dependent term and I the

ionic strength in mol dm�3. At room temperature ADH is

0.5102 dm1/2 mol�1/2. Hence, in addition to reduction of

(fully ionized) mobility due to ionic shielding, high ionic

strength also affects the equilibrium concentrations and so

the effective mobility.

For convenience, we can relate the concentrations of

species with an apparent equilibrium constant

~Ki;z �
gi;z11

gi;zgH

Ki;z ¼
ci;zcH

ci;z11
ð7Þ

These apparent equilibrium constants can then be readily

used in the electroneutrality equation [7]Xs

i¼1

ci

Xpi

z¼ni

zgi;z1cH �
~Kw

cH
¼ 0 ð8Þ

where gi;z ¼ Li;zcz
H=
Ppi

z¼ni
Li;zcz

H is the dissociation level of the

species i, ci is the total concentration, and ~Kw ¼ Kw=gHgOH is

the apparent dissociation constant of water. Li,z depends on

the apparent dissociation constants and is given by [7].

Li;z ¼

Q�1

z0¼z

~Ki;z0 zo0

1 z ¼ 0Qz�1

z0¼0

~K�1
i;z0 z40

8>>>>>><
>>>>>>:

ð9Þ

If ionic strength effects are not considered, then Li,z and ~Kw

are constants in an electrophoresis simulation. However,

when ionic strength effects are considered Li,z and ~Kw

vary in space and in time as a function of the local ionic

strength. To solve this system, we perform the following

process at every time step of simulation. We start by

taking an initial guess on the value of cH (at every grid

point in the domain). At the first time step, this initial

guess is simply the solution for Eq. (8) with ionic strength

effects neglected. For subsequent times, we use the previous

solution as the new initial guess. This initial guess is used to

calculate the ionic concentrations ci,z using ci;z ¼ cigi;z and the

activity coefficients and equilibrium constants according to

Eqs. (6) and (7), respectively. Equation (8) is then solved by

Newton iteration, and new species concentrations ci,z are

obtained. We repeat this process until the solution cH

converges to within a predefined tolerance. After converging

to a solution of chemical equilibrium, the obtained ionic

strength is used to calculate the fully ionized mobility, mi;z, of

every ionic species, using extended Onsager–Fuoss model,

given by Eq. (3). This mobility is finally corrected to the

effective mobility of species i by

mi ¼
Xpi

z¼ni

mi;zgi;z: ð10Þ

The equations evolving the dynamics of electrokinetic trans-

port and (in the model used here) the adaptive-grid formula-

tion are then solved for each time steps [7, 31]. The latter

numerical implementation has been discussed in detail in [7,

31], and hence not repeated here.

2 Materials and methods

We performed a series of experiments to validate our model

and evaluate test cases. For the high ionic strength

experiments, leading electrolyte (LE) consisted of 250 mM

HCl and 400 mM Tris. For the low ionic strength experi-

ments, the LE was of 10 mM HCl and 20 mM Tris. For both

the experiments, terminating electrolyte (TE) was 20 mM

HEPES and 40 mM Tris and contained 5 mM of the Analyte

MOPS. All chemicals were obtained from Sigma-Aldrich

(St. Louis, MO) and diluted from 1 M stock solutions. We also

added 1% PVP to both LE and TE to suppress EOF, and

added 4 mM Ba(OH)2 (100 mM stock solution) to the TE to

precipitate dissolved carbon dioxide [32].

We obtained the fluorescent markers Fluorescein and

Oregon Green carboxylic acid (OGCA) from Invitrogen

(Carlsbad, CA). We prepared 100 mM concentration stock

solution of these fluorescent analytes and diluted their final

concentration in the TE. Their respective concentrations

were 2 mM and 300 nM for the high ionic strength experi-

ments, and 1 mM and 300 nM for the low ionic strength

experiments. We also prepared 1 mM stock solution of the

cationic dye rhodamine 6G (R6G, Acros Organics, Geel,

Belgium), and used it to visualize the plateau zones of

anionic ITP by mixing at a concentration of 100 mM in the

LE (see the description of this non-focusing tracer (NFT) in

Section 3.3). All solutions were prepared in UltraPure

DNase/RNase-free distilled water (GIBCO Invitrogen).

We obtained images using an inverted epifluorescent

microscope (IX70, Olympus, Hauppauge, NY) equipped

with a mercury lamp, U-MWIBA filter-cube from Olympus

(460–490 nm excitation, 515 nm emission and 505 nm

cutoff dichroic) and a 10X (NA 5 0.4) UPlanApo objective.

Images were captured using a 12-bit, 1300� 1030 pixel array

CCD camera (Micromax1300, Princeton Instruments,

Trenton NJ). We controlled the camera using Winview32

(Princeton Instruments) and processed the images with

MATLAB (R2007b, Mathworks, Natick, MA). We applied

constant current (3 and 0.3 mA for the high and low ionic

strength cases, respectively) using a high-voltage source-

meter (model 2410, Keithley Instruments, Cleveland, OH).

Figure 1 shown in the Supporting Information presents

a schematic of the microfluidic chip and ITP injection

protocol. We used off-the-shelf microfluidic borosilicate

chips (model NS-95) from Caliper Life Sciences (Mountain
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View, CA) with channel dimensions 74 mm wide by 12 mm

deep. We filled the North, South and West wells (reservoirs)

of the chip with LE and applied vacuum to the East well

until all channels were filled. We then rinsed the East well

several times with distilled water and filled it with the TE,

analyte and markers mixture. The electrodes were placed in

the East and West wells and constant current was applied.

We centered the field of view of the microscope at a fixed

distance of 9 mm from the (East) TE well, and set the

camera to take images continuously until manually stopped

after we observed that an image of the zone was captured.

3 Results and discussions

We integrated the ionic strength model discussed in

Sections 1.2 and 1.3 into our existing electrophoresis solver

Spresso [7, 31]. The extended Onsager–Fuoss model used in

our simulations is the same as that used in Peakmaster [6,

20]. Our presentation here will center on coupling this

model to our adaptive-grid electrophoresis solver, and on

detailed experimental validations of the related simulations.

The ionic strength corrections to mobility and activity

coefficients are applied in parallel to the transient simula-

tions of electrokinetic transport equations. As we noted

before, many of the physical processes in our code were first

represented in Simul [21] (including multispecies electro-

migration transport of weak electrolytes, a coupling to a

mobility and pKa data base, and ionic strength effects).

However, as noted in [21], ionic-strength-dependent calcula-

tions are typically computationally intensive, as they are

performed for every grid point in the domain, and

require an additional set of iterations compared with the

zero ionic strength case. This results in significant (and

sometimes prohibitive) computational times, limiting the

usefulness of uniform-grid solvers (such as Simul) in the

design and optimization of electrophoretic separation

assays.

The adaptive-grid mechanism in Spresso [7] allows for

highly resolved calculations with significantly less grid

points (e.g. Bercovici et al. [7] demonstrated 50-fold decrease

in required number of grid points for equivalent resolution

at relatively high electric field simulations when compared

with a uniform-grid simulation). The number of ionic

strength calculations decreases accordingly, resulting in

faster solutions. We here also further accelerate the simu-

lations by computing ionic strength effects only when ionic

strength at each grid point changes by a particular amount,

typically 1%. Together, both features enable efficient

computations with ionic strength corrections. This allows

for easier comparison of numerical results with experi-

ments, and short turnaround times in the design of elec-

trophoretic assays for researchers and practitioners within

the laboratory setting. In this section, we present several

examples of the use of the code, and more importantly,

provide validation of the code and ionic strength model with

experimental results.

The results presented here were obtained using an

uncompiled version of the code under Matlab release version

R2007b on a 32-bit Windows XP operating system. An AMD

Athlon 64 X2 44001 with 2 GB RAM was used as the

computing platform. The chemical properties for all analytes

(except fluorescent dyes) were obtained from Hirokawa et al.
[33]. A list of these chemical properties is built into the

graphical user interface of Spresso. For convenience, we

provide a Supporting Information table, listing the mobility

and relevant pKa of all the species considered here. With ionic

strength corrections, Spresso runs approixmately 100 times

faster than Simul. In particular, for the case presented in

Fig. 3, for 44 s of simulated time, Simul required 45 000

grid points to provide a non-oscillatory solution which

resulted in a computational time of 63 h. For the same case

and the same resolution, the combination of an adaptive grid

and a moving frame of reference required only 100 grid

points in Spresso, leading to a computation time of only

36 min. For the same case, but without ionic strength

corrections, Spresso took 16 min of computational time. The

source code for Spresso, including linked databases and ionic

strength corrections, is provided free of charge at http://

www.microfluidics.stanford.edu.

3.1 Effective mobilities

We first benchmarked the calculations for ionic strength

corrections for mobility by comparing our model results with

Peakmaster [6, 20]. We also validated our model by comparing

predicted effective mobilities with experimental results. In the

Supporting Information, we present a benchmark of our

equilibrium calculations with similar calculations using

Peakmaster. Jaros et al. [20] compared the results from

Peakmaster with experimental values of effective mobilities

for several weak acids at different pH, for a small range of

ionic strengths between 13 and 20 mM. As ionic strengths of

order 100 mM are common in CZE and ITP [26], we here

examine electrophoretic mobility of fluorescein for two pH

values of 7.15 and 9.35, and ionic strength varying from 30 to

90 mM. The mobility of fluorescein was measured using on-

chip capillary electrophoresis. The experimental method and

materials are explained in the Supporting Information. Figure

2 shows a comparison between experimental and computed

values of effective mobility of fluorescein, as a function of

ionic strength. As mentioned in Section 1.2, mobility reduces

at higher ionic strengths. The model compares fairly well with

experimental values. As expected, at all ionic strengths, the

effective mobility at pH 9.35 is higher than that at pH 7.15, as

fluorescein is a weak acid (pKa�2 5 6.8) and thus more

strongly disassociated at higher pH.

3.2 Sample preconcentration in peak mode ITP

In ITP, sample ions focus between LE and TE having

typically higher and lower effective mobilities, respectively.

Electrophoresis 2010, 31, 910–919914 S. S. Bahga et al.
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‘‘Peak mode’’ ITP refers to a focusing mode where the

analytes are initially at sufficiently low concentrations (and

time of observation sufficiently short) that the analyte does

not have enough time to form a plateau zone. In peak mode,

analyte ions form a narrow concentrated peak whose width

is determined by the diffuse boundaries of neighboring

zones (e.g. a diffuse boundary between the LE and the TE

zones). This type of focusing is common in biological

applications such as immunoassays and DNA or RNA

separations, where sample concentrations are inherently

low [34, 35].

In single-interface injections (i.e. a ‘‘semi-infinite

sample’’ configuration), the sample is mixed in the TE well

(reservoir) and continuously overspeeds the TE ions to focus

at the TE–LE interface. The TE and sample ions displace the

LE ions and, in bulk liquid regions formerly occupied by LE

ions, adjust to concentration levels dictated by the LE [19].

The sample concentration, CS,te, in the new ‘‘regulated’’ TE

zone can be calculated from flux balance at the interface of

TE well and regulated TE zone. CS,te is related to the initial

sample concentration CS,te well as [19]

CS;te ¼
mS;te well

mS;te

mT;te

mL;le

sle

ste well
CS;te well ð11Þ

where mS;te well and mS;te are the effective mobilities of the

sample ions in the TE well and the regulated TE zone, and

mT;te and mL;le are the effective mobilities of the TE ions in

the regulated TE zone and LE ions in LE zone. sle and

ste well represent the conductivities of the LE zone and the

TE well.

The amount of sample accumulated in peak mode, Ns,

depends primarily on the ratio of the effective mobility of

the analyte in the TE zone to that of the TE anion in the TE

zone, the initial sample concentration, and the time elapsed

between injection and detection. The rate of accumulation

with respect to the distance traveled by the interface

(neglecting EOF) is given by [19].

dNs

dx
¼ dNs

dt

1

dx=dt
¼ dNs

dt

1

VITP
¼

mS;te

mT;te

� 1

� �
CS;te ð12Þ

where VITP ¼ mL;lej=sle is the speed of ITP front. mL;le and

sle are the effective mobility of LE ions and conductivity of

LE zone, respectively. At low ionic strengths, sample

concentration in the TE zone increases proportionally with

LE concentration (conductivity) as per Eq. (11). As a result,

from Eq. (12), focusing rate of sample increases with

increase in LE concentration. However, Eqs. (2) and (3)

show that a divalent ion experiences greater reduction in

mobility than a univalent ion as ionic strength is increased.

For univalent TE ions and divalent sample ions, the ratio

mS;te=mT;te in (12) therefore decreases with increasing ionic

strength (Eq. 3). Thus, the focusing rate of a divalent sample

initially increases with increasing ionic strength in the low

ionic strength regime (as per the CS;te factor in Eq. 12) but

then decreases at higher ionic strengths as mS;te=mT;te

decreases. The net result is that for a divalent sample ion,

the focusing rate increases with LE conductivity at low ionic

strengths but then saturates and decreases with further

increase of ionic strength.

Khurana and Santiago [19] experimentally observed

reduction in focusing rate for divalent Alexa–Fluor 488 (AF)

ions in peak mode ITP. Their experimental data values are

shown as circles in Fig. 3. We here compare the predictions

of sample accumulation in peak mode ITP obtained from

time-dependent numerical simulations in Spresso with the

experimental observations of Khurana and Santiago [19].

Figure 3a shows numerical predictions of accumulated

moles of AF as a function of LE concentration for calcula-

tions performed with (solid line) and without (dashed line)

ionic strength correction. As Khurana and Santiago [19]

pointed out, the sample concentration in the adjusted TE

zone increases with increased LE concentration in accor-

dance with Eq. (11). However, at sufficiently high ionic

strength, the mobility of the divalent sample (AF) decreases

more strongly than that of the univalent TE (3-phenylpro-

pionic acid). This results in decreased accumulation of AF at

higher ionic strengths, such that the accumulated moles

reach maximum (at sle ¼ 2 S/m) and decrease for higher LE

conductivities.

In the inset of Fig. 3, we plot the same AF accumulated

amount data as the main plot but here as a function of LE

concentration to further highlight the effect of neglecting

ionic strength corrections in ITP simulations. The predic-

tions obtained by considering ionic strength effects (solid

curve) agree well with experimental observations (circles).

However, the simulations that neglect ionic strength

corrections (dotted curve in both inset and main plot) are
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Figure 2. Effect of ionic strength on ionic mobility of Fluorescein
at two pH values. Data show the experimentally measured ionic
mobility of fluorescein. Squares and triangles correspond to
measurements obtained at pH 7.15 and 9.35, respectively.
Measurements were made by CZE, using glycine-sodium
hydroxide buffer at pH 9.35 and HEPES-sodium hydroxide
buffer for pH 7.15. Plotted uncertainty bars correspond
to 95% confidence in mean values, calculated using
Student’s t-test distribution. The trends provided by numerical
calculations (lines) agree fairly well with other experimental
observations (see the Supporting Information). Calculations
were obtained using m0

�1 ¼ �19� 10�9 m2/V/s, pKa�1 ¼ 4:4 and
m0
�2 ¼ �36� 10�9 m2/V/s, pKa�1 ¼ 6:8.
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clearly inaccurate above about 50 mM LE concentrations.

These predictions do not take into account the reduced

mobility of AF relative to TE ions at sufficiently high ionic

strength and grossly overpredict the trend with increasing

LE concentration.

We note that the strong effect of ionic strength shown in

Fig. 3 is not expected for univalent sample ions with

univalent TE co-ion. Our simulations show that, for a

hypothetical univalent ion with a limiting mobility equal to

that of AF, the accumulated moles in peak mode ITP follow

the dotted curve in Fig. 3b, irrespective of whether ionic

strength effects are taken into account. This is because the

effect of decreased mobility of univalent sample at high

ionic strength is offset by the decrease in the mobility of

univalent TE ions.

3.3 Simulation of mobility markers in ITP in regimes

where ionic strength is important

Khurana and Santiago [36] proposed a technique for indirect

detection of unlabeled non-fluorescent analytes using

fluorescent markers in ITP. A set of fluorescent markers

are initially mixed with the sample analytes. The markers

are chosen to have specific mobilities so that they focus

(typically in peak mode) at the interfaces between analyte

zones. The unlabeled analytes are then detected as gaps in

the fluorescence signal. The technique is effective, provided

the effective mobilities of the fluorescent markers bracket

those of analytes of interest. The technique eliminates the

need for labeling (and directly detecting) analyte ions. The

choice of correct chemistry and fluorescent markers for a

given analyte is crucial.

We here demonstrate the effect of ionic strength on the

indirect detection of an analyte using the mobility markers

technique. We examine the case of the detection of a single

analyte, MOPS, using the fluorescent markers OGCA and

Fluorescein. The LE and TE used in this example are

Tris-HCl and Tris-HEPES, respectively. The compositions

of LE and TE for each case are given in Section 2. Each of

the four plots in Fig. 4 shows both simulation (foreground

curves) and experimental results (background). Figures 4A

and B show results for a high ionic strength (250 mM),

while Figs. 4C and D show results for low ionic strength

(10 mM). The experimental data in the two plots of the left

column (Figs. 4A and C) show results using the NFT

technique [37]. The NFT used was 100 mM R6G, which was

mixed with LE. R6G is a cation and does not focus. Instead

its concentration (which is negligible and does not appre-

ciably contribute to local conductivity) adapts according to

local electric field in the various ITP zones. Figures 4A and

C also show simulations results which can be compared

qualitatively with the NFT measurements. The experimental

data in Figs. 4B and D (right column) are direct measure-

ments of the fluorescence of analytes in peak mode. Shown

with the latter are simulations of the concentration of these

analytes.

The experimental data of Figs. 4A and C confirm the

existence of an MOPS zone. At both ionic strengths, the

MOPS zone has significant width and is clearly made visible

by the NFT as it migrates from LE to TE. The MOPS zone

forms a ‘‘spacer’’ ion between the LE and the TE, and

the Fluorescein mobility marker focuses either in front

of or behind the MOPS, as dictated by the ionic strength of

the LE.

Figure 4B shows the experimental and simulation data

indicative of the concentration of the two mobility markers

for the 250 mM ionic strength, Fluorescein and OGCA here

focus, respectively, behind and in front of the MOPS zone.

The two mobility marker peaks thus indicate the presence of

an analyte (MOPS) between them. Simulated signal peaks

for both OGCA and Fluorescein agree well with the

experimental fluorescence signal; Fig. 4D shows experi-

mental and simulation results for the 10 mM case. In both

the cases, OGCA and Fluorescein focus ahead of the MOPS

zone (and behind the LE) and are so detected as a single

peak in the experiment. Fluorescein is a divalent ion and so

its mobility has a stronger dependence on ionic strength

than the monovalent MOPS zone. Here, therefore, the

mobility markers OGCA and Fluorescein focus in the same

region and fail to detect the presence (via a gap) and

concentration (via the zone width) of the MOPS ion. The

simulations do well in predicting this effect and aid a user to

design a successful mobility marker experiment.
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Figure 3. Influence of ionic strength dependence on a divalent
analyte focusing in peak mode ITP (with univalent TE). (a)
Experimental validation of the ionic strength dependence model
showing the moles of accumulated sample at an LE-TE interface
versus the conductivity of the LE. Circles show experimental
data [19], while the solid line shows numerical which take into
account the effect of ionic strength. The dotted line shows
predicted sample accumulation when ionic strength effects are
neglected. Inset (b) shows a comparison with the same data but
now versus LE concentration. This highlights the discrepancy in
simulated sample accumulation predicted with (solid line) and
without (dotted line) ionic strength correction. The analyte is
10 nM AF initially mixed with the TE. LE is histidine-HCl (500 mM
stock solution, pH 5 4.3) and TE is 3-phenylpropionic acid
(50 mM stock solution titarted with NaOH to pH 5 4.9). All of
the computational results shown use identical conditions.
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We note that all of the experiments of Fig. 4 were

performed at a pH of about 8, at which all species are (to

good approximation) fully ionized. Thus, these results are

indeed primarily indicative of mobility reduction due to

ionic strength (e.g. Eq. 3). In addition, we note that we

suspect the small zone between MOPS and LE in Fig. 4C

was carbonic acid, known to be present at substantial

concentrations at the pH of the experiment [28] (despite our

use of Ba(OH)2 in the TE). This hypothesis was supported

by experiments where we varied the amount of Ba(OH)2

(increasing Ba(OH)2 showed reductions in the zone width of

this zone between MOPS and LE).

3.4 Selectivity changes in CZE at varying ionic

strength

Ionic strength effects can also lead to fundamental changes in

CZE electropherogram signals. Changes in peak shape and

selectivity resulting from changes in ionic strength in CZE

have been observed experimentally by [38]. Electrophoretic

separations at varying ionic strength can also exhibit changes

of peak order [39]. Harrold et al. [16] showed experimentally

the effect ionic strength on selectivity of inorganic anions in

capillary electrophoresis. We here present simulations based

on experimental conditions of Harrold et al. [16]. To this end,

we present two simulations of the electrophoretic separation

of chloride, fluoride, sulfate and phosphate ions using sodium

tetraborate buffer at pH 9.2, at 1 and 5 mM ionic strengths.

The separations leveraged EOF with a mobility greater than

and in direction opposite to the electrophoretic mobility of

anions to achieve net migration toward the cathode. We

incorporated into our simulations the EOF associated with

these experiments (we determined the EOF mobility from a

noticeable system peak in their measurements).

Figure 5 shows a plot of the experiments of Harrold et al.
[16] along with our associated simulations. For this anionic

CZE with dominant EOF, ions with highest electrophoretic

mobility reach the detector last. At low ionic strength (1 mM),

the experiments show phosphate (HPO2�
4 ) is barely resolved

relative to fluoride (F�). In addition, sulfate (SO2�
4 ) is not

resolved relative to the chloride (Cl�) ion. F�, HPO2�
4 , Cl�

and SO2�
4 reach the detector, respectively with ascending

order of migration times. The simulations capture well the

shape of electropherogram including the poor resolution

between the two ion pairs and the reported order of elution.

x (mm)

 50

 100

 150

 200

 250

 300

 350

LE

TE

MOPS

LE

High ionic strength (250 mM)

MOPS

Simulation
Experiment

C (mM)

I (x300)

TE

0  0.2  0.4  0.6  0.8 1
0

x (mm)

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

Fluorescein

OGCA

Fluorescein

OGCA

C (mM)

Simulation
Experiment

I (x0.3)

0  0.2  0.4  0.6  0.8 1
0

x (mm)

2

4

6

8

 10

 12
LE

TE

MOPS

LE

Low ionic strength (10 mM)

MOPS

Simulation
Experiment

C (mM)

I (x10)

TE

0  0.2  0.4  0.6  0.8 1
0

x (mm)

 0.01

 0.02

 0.03

 0.04

 0.05 Fluorescein

OGCA
and

Fluorescein

OGCA

Simulation
Experiment

C (mM)
I (x0.05)

0  0.2  0.4  0.6  0.8 1
0

A B

C D

Figure 4. Comparison of numerical and experimental results of separation and detection of sample analytes, using NFT and fluorescent
mobility markers at high (A, B) and low ionic strength (C, D). In (A), the analyte MOPS forms a plateau zone between LE and TE.
Simulated zones compare well with experimental NFT data. (B) The calculated concentration and measured intensity of the fluorescent
markers Fluorescein and OGCA at the two interfaces of the MOPS zone. The two distinct peaks show that Fluorescein focuses behind
MOPS, as predicted by numerical simulations. In (C), low ionic strength experiments and simulations show that the analyte MOPS also
form a plateau zone between LE and TE. (D) The measured fluorescence intensity yielding a single peak, in agreement with the
simulation. At 10 mM ionic strength the mobility of the divalent Fluorescein is substantially higher and hence both Fluorescein and
OGCA markers focus ahead of MOPS. These markers are thus unable to detect the MOPS plateau. For simulations, chemical properties
of OGCA were taken to be m0

�1 ¼ �43� 10�9 m2/V/s and pKa�1 ¼ 4:7. Properties of Fluorescein were the same as those used in Section 3.1.
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Figure 5 (right side) also shows the experiment versus
simulation comparisons for (the higher) ionic strength of

5 mM (again at pH 5 9.2). At these conditions HPO2�
4

reaches the detector followed successively by F�, SO2�
4 and

Cl� ions. Thus the order of F� and HPO2�
4 is reversed, as is

the order of the Cl� and SO2�
4 peaks. Further, the experi-

ment shows that the Cl� and SO2�
4 peaks changed order and

are now well resolved. Again, the simulation well captures

the electropherogram shape including the peak order

reversal and improved resolution.

The electropherogram shape is determined by the relative

mobility of these anions. At low ionic strength, the small

electrophoretic mobility difference between Cl� and SO2�
4

makes them difficult to resolve. However, the divalent SO2�
4

ion has a more strongly shielding ionic atmosphere than the

univalent Cl� ion, hence SO2�
4 experiences greater decrease

in mobility with increasing ionic strength. This yields good

resolution of these ions at the higher ionic strength. This

increased sensitivity of the divalent ion mobility (relative to

monovalent) to ionic strength also explains the order reversal

in each of the two ion pairs. Overall, our simulations well

capture these effects and show very good qualitative agree-

ment with the experimental observations of Harrold et al. [16].

We attribute small discrepancies between the data and the

simulations to the effects of EOF (which affects both place-

ment and relative width of peaks).

4 Concluding remarks

We have developed and experimentally validated electro-

phoresis (open source) solver that includes the effects of

ionic strength on both fully ionized mobility of and activity

coefficients for weak electrolytes. The solver provides fast,

accurate solutions for separation and focusing assays

including CZE and ITP. The simulations use Onsager–-

Fuoss correction [9] for fully ionized electrophoretic mobility

and extended Debye–Huckle theory [22] for correction of

ionic activity. We use these models to understand and

interpret experimental observations at low and high ionic

strengths. Simulations show and experiments confirm

reduced sample preconcentration for multivalent ions, in

peak mode ITP, at high ionic strengths. This occurs because

multivalent ions attract a stronger counter-ion atmosphere,

which leads to greater shielding of applied electric field and

ion-drag-induced reductions in electrophoretic mobility.

Mobility of highly charged ions reduces faster compared

with univalent ions, as ionic strength is increased. This can

lead to fundamental changes in CZE and ITP peak/zone

shape and order. We compared our simulations to experi-

mental measurements to show that they can predict

qualitative changes such as zone order in ITP and CZE

experiments.

Our solver uses faster numerical schemes and all cases

were simulated with the same conditions as experiments.

Such simulations can be employed for practical use in

minimizing experimental trials and for determining the

optimal choice of assay conditions including ionic strength,

pH and buffer types. Here, we demonstrated the use of

simulations for designing a successful a mobility marker

assay [36] and in demonstrating a reversal in the order of

sample peaks in CZE. Simulations which appropriately

account for the effects of ionic strength can be important

also in designing (e.g. CZE or ITP) experiments using
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Figure 5. Experiments from Harrold et al. [16] and our respective simulations showing the effect of ionic strength dependence on
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4 , and HPO2�
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ionic strength. Here, we see the order of the Cl�versus SO2�
4 and HPO2�
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show that the Cl� is now very well resolved from SO2�

4 . Inset (c) shows magnified view of the F�=HPO2�
4 peak pair. The 1 and 5 mM cases

were each sodium tetraborate at pH 9.2. For all simulations, concentrations of anions were: 27 mM Cl�, 10 mM SO2�
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conductivity detection, where signal strength and shape

itself is a strong function of ionic strength.
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